Семинарское задание 11 (MATLAB)
Тема: Инкрементальное (онлайн) обучение на потоке телеметрии.
Цель
Научиться обучать модель на потоке данных “test‑then‑train” (prequential evaluation), отслеживать деградацию качества при дрейфе (distribution/concept drift) и применять простую реакцию, подходящую для edge‑сценариев (ограниченные ресурсы, мало меток).

Вы реализуете онлайн‑классификатор (логистическая регрессия) с обновлением SGD по мини‑батчам, class‑weights (cost‑sensitive) и простой детектор дрейфа Page‑Hinkley по log‑loss.
Контекст
В smart‑инфраструктуре телеметрия поступает непрерывно (RTT/потери/нагрузка/датчики). Распределение данных на практике меняется: меняются сети, оборудование, нагрузка, доля аварий. Поэтому модель должна либо адаптироваться, либо контролироваться по дрейф‑метрикам.
Задание
1. Запустить скрипт Seminar11_IncrementalLearning_TelemetryStream.m. Он генерирует поток (Normal/Accident), обучает модель на “warm‑up” (как cloud‑обучение), затем работает на потоке.
2. Построить графики prequential‑метрик (F1, Recall, Balanced Accuracy) и найти момент деградации.
3. Проанализировать drift_signals.csv: какие группы признаков смещаются (Net/Load/Process)?
4. Проанализировать driftFlag (Page‑Hinkley): совпадает ли с моментом “реального” дрейфа?
5. Провести 2 эксперимента (обязательно):
   A) выключить реакцию на дрейф (boostFactor=1) и сравнить F1/Recall после дрейфа;
   B) изменить wPos (например 3, 6, 10) и показать компромисс Precision↔Recall.
6. Сделать мини‑отчёт (0.5–1 стр.) с цифрами до/после дрейфа и выводами.
Что сдавать
1) Скрипт: Seminar11_IncrementalLearning_TelemetryStream.m
2) Папка results_seminar11_online_learning_*:
   • metrics_prequential.csv
   • drift_signals.csv
   • mini_report.txt
   • plots/*.png (F1/Recall/BalAcc, prediction drift, drift signals)
3) Короткий вывод с 2 сравнениями (без/с реакцией; разные wPos).
Критерии оценивания (макс. 15 баллов)
• Корректный запуск, сохранение результатов (csv + графики) — 3 б.
• Prequential‑метрики и их интерпретация до/после дрейфа — 5 б.
• Детекция дрейфа (PH) и анализ drift‑сигналов — 4 б.
• Два эксперимента с выводами и цифрами — 3 б.
Подсказки
• Для редких аварий Accuracy часто малоинформативна; используйте Balanced Accuracy и F1.
• Увеличение wPos обычно повышает Recall, но может ухудшать Precision (больше ложных тревог).
• Дрейф может проявляться как рост log‑loss и падение Recall/F1 — особенно после изменения сети/нагрузки.
• В реальной системе реакция на дрейф часто включает: пересбор признаков, пересчёт нормализации, смену порога, ограниченное дообучение по “canary” меткам.
